
On the Cheating of Offline RL
Shangtong Zhang, Assistant Professor

Department of Computer Science

University of Virginia


https://shangtongzhang.github.io/


https://shangtongzhang.github.io/


Canonical RL relies on agent-env interaction

At ∼ π( ⋅ |St)

Rt+1, St+1



Case study: AlphaStar

(Vinyals et al. 2019)

Trillions of interactions with SCII simulator!



Online interaction can be slow

At ∼ π( ⋅ |St)
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DMV



Case study: industrial cooling system

At ∼ π( ⋅ |St)

Rt+1, St+1

(Chervonyi et al. 2022)

5 mins - 1 hour

1M training steps is nothing in RL



Case study: industrial cooling system

At ∼ π( ⋅ |St)

Rt+1, St+1

(Chervonyi et al. 2022)

10 seconds

10 × 106 ÷ 3600 ÷ 24 ≈ 116 days



Online interaction can be dangerous

At ∼ π( ⋅ |St)

Rt+1, St+1



Offline RL uses previously logged data

At ∼ π( ⋅ |St)

Rt+1, St+1

{(si, ai, ri, s′ i)}i=1,…,N

StarCraft II simulator 
real cars 

…

human replays  
human driving histories 

…



Case study: Offline AlphaStar



Case study: Offline AlphaStar

Offline AlphaStar has more than 90% win-rate against AlphaStar Supervised.

(Vinyals et al. 2019)



William Thomson, Lord Kelvin 
1824 - 1907

Only two small clouds 
remained on the horizon 
of knowledge in physics 

offline RL.





Offline RL uses simulator for model selection

Offline data

Offline control 
algorithm

Candidate agents Performance

Online Monte Carlo 
evaluation



Monte Carlo dominates RL evaluation

Steps

Performance

99% of such curves in RL papers are generated by online Monte Carlo



Guideline for attending offline RL talks / posters

how does offline eval methods tune?

copy from somewhere else

my students tuned it
(stochastic graduate descent)

we are cheating

how do they tune?

how do they tune?

tune hyperparameters?

offline evaluation methods

Simulator!!!



Our approach: admit that we have to use Monte 
Carlo but try to use Monte Carlo smartly

Online Monte CarloAgent Performance

Reduce the required  
online data

Unbiased  
evaluation

Improving Monte Carlo Evaluation with Offline Data.   
Shuze Liu, Shangtong Zhang. arXiv:2301.13734, 2023.



Thanks & Questions


